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Introduction

Digital transformation and interconnected processes cause many urgent issues
and obstacles, making it crucial to reorganise public policy implementation for
overcoming such challenges. Under modern developments, national economies
become more interrelated, which means that it is necessary to inspect possible
connections and realise the main drivers of current realities. These results cannot be
achieved until the policymakers do not find to what extent the economy they are
responsible for is similar (or dissimilar) to other economies in regard of digital
processes.

A popular scientific method used for inspection of those circumstances is
cluster analysis of countries based on digital economy indicators, different
digitalisation variables, or their substitutes. Different researches are available, in
which cluster analysis and other methods (depending on the targets and possible
results for which those researches are held) are simultaneously used, and countries
that are grouped in that works into different clusters are either European Union
(EU) member states [1; 2; 8], or developed and developing economies within and
outside the EU [12; 15; 18]. In two papers, the Republic of Armenia is also included.
One of the articles divides 90 countries into four clusters to find the place of the
Armenian IT sector in the global economy, using indicators that describe the
development of the sector, the importance for the government, the tax climate, and
further development preconditions [20]. Another one considers indicators relating
to e-government and digital processes, using cluster analysis methods for the years
2014, 2016, and 2018, to reveal changes of cluster belongingness for 19 economies
[19].

In this research, cluster analysis for 25 countries (economies from Central and
South-Eastern Europe and the Black Sea Region) is conducted using 6 digital
economy indicators, based on their percentage change values for 10 years (2011-
2020). The aims of the article are to find out how those economies are grouped,
what can be the drivers of such a division, and what are the countries in the same
cluster with Armenia. The scientific novelty is the usage of the Candecomp/Parafac
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model for extraction of components (with equal quantity for every mode), as a
three-dimensional data set is used. After these components are extracted, clustering
procedures (agglomerative hierarchical and the k-means algorithms) are used, based
on the values for the country mode, to divide the states into homogeneous groups.
Research Methodology and Data Description

Extraction of components. As a three-dimensional data set (countries by
variables by years) is considered, the Candecomp/Parafac (CP) model is used to
reduce three-way array X of order I X J X K by extracting the same number of

components (R) for every mode. In scalar notation, the CP model can be written as:
R

Xijie = Rijre + ey = Z AirbjrCir + €4jks
(=T1j=TJk=LRKr=T1F,

where x;j, is the generic element of X, a;, are the component scores for the
country mode, bj, are the scores for the variable mode, ¢, are the scores for the
year mode, and e, is a residual term [7, 1, 4; 14, 61; 3, 152].

In terms of the frontal slices of X, the equation can be written as:

X, = ADyB '+ Ey,

where X}, is the kth frontal slice (I X J) of the three-way array X, Aisan X R
matrix of the component scores a;,- for countries, B is a ] X R matrix of scores b;,. for
variables, Dy, is an R X R diagonal matrix with the kth row of C (K X R, the generic
element is cy,) on its diagonal, and Ej, is an / X J matrix of residuals [13, 59; 14, 62].

For the extraction of components, the R package ThreeWay (version 1.1.3) is
used [5; 7]. As a data.frame object of order I X JK containing the matricized array
(frontal slices) is used, the matrix formulation of the CP model is considered:

X=AH(C'®B)+E,

where X = [X; X, ... X ... Xg] is an [ X JK matrix with X, defined as above,
and E is defined similarly. A, B, and C are the matrices introduced above, and H
(R X R?) is the matricized version of the three-way (R X R X R) identity array |
(thus, there are the only ones on its diagonal, while other elements of H are equal to

zero). The symbol ‘®‘ denotes the Kronecker product [7, 2-4, 12; 14, 16, 84].

The optimal solution can be obtained by alternating least squares algorithm,
which minimizes the residual sum of squares over 4, B, and C:

min||X — AH(C ®B)||?,
ABC

where ||-]| is the Frobenius norm.

The algorithm fixes B and C to solve for A, then fixes A and C (for B), and then
fixes A and B (for C), continuing to repeat the whole procedure, unless the
convergence criterion is satisfied [11, 457, 471; 14, 111, 114].

In order to choose the appropriate number of components, a numerical convex
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hull based model selection procedure is considered. The procedure numerically
assesses the higher boundary (and the location of the elbow in this boundary) of the
convex hull of a plot of goodness of fit g versus number of free parameters fp
(which in the CP model equals to (I + ] + K)R — 2R). The goodness-of-fit value g
of the obtained solution is calculated as:

1 J K 22
_ di=1 Zj:l k=1 Xijk
Y| J K .2
i=1 ijl k=1 Xijk
For the selection of the solution ! with the best balance of g and fp (after
determining the subset of solutions that are on the higher boundary of the convex

hull of the plot), the following expression should be maximized:
91~ 811 i1 — G

st = .
YT o= o/ foiea — fou
A relatively large st-value (scree test value) indicates that allowing for fp, free

parameters (instead of fp,_; parameters) increases the fit of the model considerably,
whereas allowing for more than fp, parameters hardly increases it. Thus, that’s the
solution after which the increase in fit levels should be chosen [4, 137, 139, 141].

It is important to check whether solutions are degenerate or not. A typical sign
of a degeneracy is that two of the components become almost identical, but with

opposite sign or contribution to the model. An indication of the problem can be
obtained by monitoring the correlation between all pairs of components. The triple
cosine measure called Tucker’s congruence coefficient (also known as uncorrected
correlation coefficient) is calculated for that purpose:

Amn  buby  cen
lam a1 Dl lcnlllenll”

Tonn = cos(ap, ay) cos(by, by) cos(cy, ¢p) =

with m and n indicating the mth and nth components, respectively. A coefficient
value close to —1 is an indication of a degenerate solution [14, 107-108; 3, 160-161].

Clustering. After the components are extracted, clustering of the countries
based on these components is implemented. Two methods are considered:
agglomerative hierarchical clustering and the k-means clustering. As in the k-means
clustering it is necessary to specify the number of clusters in advance, a common
approach is applying agglomerative hierarchical clustering first, in order to
determine the number of clusters.

Agglomerative hierarchical clustering method creates a hierarchical
decomposition of the given set of objects. In the beginning, each object is
considered as a separate cluster, then these singletons are merged into larger and
larger clusters, until all of the objects are in a single cluster, or until certain
termination conditions are satisfied. A tree structure called dendrogram is used to
show how objects are grouped together after each step.
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Let x; = (xi1,Xi2, -, Xip) and x; = (X1, Xj2, ..., Xjr) be two objects that are
described by F numeric attrlbutes (in our case, these features are the extracted
components). The Euclidean distance between the objects is defined as:

2 2 2
d(xi, x]) = J(xil - le) + (xiz - ij) + -+ (xip - ij) .
However, if those features have different measurement scales, attributes with

large values and variances will tend to dominate over others. This problem can be
solved by normalizing the data to make each feature contribute equally to the

distance. A commonly used method is data standardization, also known as z-score
normalization:
s Xy T X
xlf - —,
9
i=1nf=1F,

where x; is the generic form of standardized values, x;f represents the raw data, Xy
is the sample mean, and oy is the sample standard deviation.

The merger of a pair of clusters or the formation of a new cluster is dependent
on the definition of the distance function between two clusters. A large number of
such linkage methods exists. In this research, Ward’s method is used: the distance
function between a cluster ; and a new cluster (;;, formed by the merger of two
clusters (C; and (), is calculated as follows:

d (Cz' (Co C])) =

n;,+n
g, ) +—L1—— (l, G)—

TmAn At + 47 d(C. G)),

++n

where d(-) is the distance function between clusters, and n;, n;, n; are the numbers
of data points, belonging to the clusters C;, C;, C, respectively [9, 114, 449, 459-460;
17, 22-23, 33-34, 36].

As a centroid-based partitioning technique, the k-means clustering algorithm
takes the input parameter, k (k < n), and partitions a data set of n objects, D, into k
clusters C;,Cy, ...,Cy, such that (; € D,and GGNC =@ for 1 <i<k,1<j<k. It
is important to get clusters with high intracluster, but low intercluster similarity.
Cluster similarity is measured in regard to the mean value of the objects in a cluster,
which can be viewed as the cluster’s centroid (centre point). The method creates an
initial set of k partitions — k objects are selected (randomly, or based on some prior
knowledge) as an initial cluster centres. The remaining objects are assigned to the
cluster to which they are the most similar, based on the Euclidean distance between
each object p € (; and the cluster mean c;. The next step is an iterative relocation
that attempts to improve the partitioning by moving objects from one cluster to
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another. The new mean for each cluster is then computed, and the process
continues until the criterion function converges. The sum-of-squared-error

criterion is used:
k
E=) ) [dp,cl,

i=1 pecC;

where E is the sum of the squared error for all objects in the data set, and d(p, ¢;) is
the Euclidean distance between each object p € C; and the cluster centroid c;.
Thus, for each object in each cluster, the distance from the object to its cluster
centre is squared, and the distances are summed. The purpose of this objective
function is to make the resulting k clusters as compact and as separate as possible [9,
451-452; 17, 63-64, 68].

Clustering procedures are implemented via IBM SPSS Statistics 23 software [6,
271-274, 280; 10, 109-113].

Data description. The indicators used are the number of mobile cellular
subscriptions per 100 people, the number of fixed broadband subscriptions per 100
people, the number of secure internet servers per 1 million people, the percentage
share of high-technology exports in manufactured exports, the number of
automated teller machines (ATMs) per 100000 adults, and the number of debit cards
per 1000 adults. The indicators are taken from the “World Development Indicators”
database [16]. 25 countries are observed, and the values of indicators are for 2010-
2020. Values of the number of fixed broadband subscriptions per 100 people and the
number of mobile cellular subscriptions per 100 people for Kyrgyz Republic for the
year 2020, the number of debit cards per 1000 adults for Bulgaria and Kazakhstan
for the year 2010, and the percentage share of high-technology exports in
manufactured exports for Ukraine for the year 2010 were not available and were
generated in Microsoft Excel by the function FORECAST, based on values of 2010-
2019 for the first two cases, and on the values of 2011-2020 — for the last cases.

In order to eliminate possible problems caused by differences between scales
when extracting components, the percentage growth values of the indicators are
used (for the number of ATMs per 100000 adults — the percentage decrease, as the
growth in their number may be explained by the growing demand in the cash
money, while the decrease may reflect the fact that more transactions are done via
digital solutions).

Considered 25 countries are Albania, Armenia, Azerbaijan, Belarus, Bosnia and
Herzegovina, Bulgaria, Croatia, the Czech Republic, Estonia, Georgia, Hungary,
Kazakhstan, the Kyrgyz Republic, Latvia, Lithuania, Moldova, Montenegro, North
Macedonia, Poland, Romania, the Russian Federation, the Slovak Republic,
Slovenia, Turkey, and Ukraine.
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Results of Analysis

CP model solution. Graph 1 presents goodness of fit versus number of effective
parameters plot, and Table 1 shows the model complexity selection results based on
the convex hull heuristic approach. The method indicates that 4 components should
be extracted. It is also shown that the analysis based on 4 components gave a fit of
93.15%. Based on the matrix of triple congruences (Table 2), it can be seen that
there is no degeneracy problem. Table 3 presents the solutions for the country
mode. In Table 4, component scores for the variable mode are listed in the
descending order, and Table 5 is for the solutions for the year mode. In those tables,
values are scaled — normalized to unit sum of squares: for example, in Table 3, the
first four columns indicate that the variable and year modes’ values are scaled, and
this scaling is compensated in the country mode values, while the last four columns
present the solutions when the country mode and any other mode values are scaled,
with the compensation in the remaining one. All component scores are rounded
(with two numbers after decimal point).
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Graph 1. Goodness of fit versus number of effective parameters
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Table 1

Model complexity selection results (based on Convex Hull procedure)

Number of components Goodness(—o:’f)- fit values Scree test values
1 67.5101 0
2 82.2316 2.39
3 89.3365 2.36
4 93.1549 4.29
5 94.3259 1.24
6 95.5773 -
Table 2
Degeneracy check results
Component Component Component Component
1 2 3 4
Component 1 1.0000 0.0005 0.0246 -0.0253
Component 2 0.0005 1.0000 -0.2059 0.0016
Component 3 0.0246 -0.2059 1.0000 0.0114
Component 4 -0.0253 0.0016 0.0114 1.0000
Table 3

Component values for the country mode (when scaling is compensated in the
country mode, and when the country mode is scaled)

Comp.l Comp.2 Comp.3 Comp.4 Comp.l Comp.2 Comp.3 Comp.4d
Zlbania 213.58 567.06 409.35 113.87 0.09 0.69 0.53 0.10
Armenia 162.45 103.58 105.65 -31.82 0.07 0.13 0.14 -0.03
Azerbaijan 261.45 -195.31 304.25 33.00 0.11 -0.24 0.39 0.03
Belarus 5158.51 24.46 92.23 230.14 0.21 0.03 0.12 0.19
Bosnia and Herzegovina 503.67 13.35 -12.89 560.57 0.21 0.02 -0.02 0.47
Bulgaria 814.53 9.0% -6.73 393.4% 0.34 0.01 -0.01 0.33
Croatia 560.30 -16.26 -10.75 582.07 0.23 -0.02 -0.01 0.49
Czech Republic 486.81 8.35 21.71 -126.05 0.20 0.01 0.03 -0.11
Estonia 318.91 12.82 29.72 38.72 0.13 0.02 0.04 0.03
Georgia 483.73 62.66 153.49 31z2.21 0.20 0.08 .20 0.26
Hungary 432.17 16.75 3.38 45.18 0.18 0.02 Q.00 0.04
Fazakhstan 598.97 10.22 61.64 116.72 0.25 0.01 0.08 0.10
Evrgvz Republic 172.03 537.37 513.53 T75.68 0.07 0.66 0.66 0.06
Latvia 285.09 -4,77 41.32 215.85 0.12 -0.01 0.05 0.18
Lithuania 354.09 20.62 44.893 51.21 0.15 0.03 0.06 0.04
Moldova 619.08 -10.97 -37.07 211.20 0.25 -0.01 -0.05 0.18
Montenegro 9z.72 -0.52 &9.74 33.2%9 0.04 0.00 0.12 0.03
Horth Macedonia 278.20 13.96 54.64 -131.75 0.11 0.02 0.07 -0.11
Poland 247 .34 T7.068 52.65 T71.57 0.10 0.01 0.07 0.06
Romania 868.64 23.39 -20.14 -166.17 0.36 0.03 -0.03 -0.14
Russian Federation 365.01 33.24 &8.84 60.29 0.15 0.04 0.11 0.05
S5lovak Republic 257.04 0.08 &5.50 9.40 0.11 0.00 0.08 0.01
Slovenia 287.37 18.65 46.07 149.47 0.12 0.02 0.06 0.13
Turkey 316.28 9.58 40.75 21.28 0.13 0.01 0.05 0.02
Ukraine 1116.65 -14.897 5.92 -491.34 0.46 -0.02 0.01 -0.41
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Table 4

Component values for the variable mode in descending order (when scaling is
compensated in the variable mode, and when the variable mode is scaled)

Component 1
Secure Internet servers per 1 million people (% growth) 2429.92 1.00
Fixed broadband subscriptions per 100 people (% growth) 50.38 0.02
Number of debit cards per 1000 adults (% growth) 45.24 0.02
Mobile cellular subscriptions per 100 people (% growth) 0.34 0.00
Number of ATMs per 100000 adults (% decrease) -16.16 -0.01
g/ig;(::;}}llr)lology exports: % share in manufactured exports 16.26 001
Component 2
g/ig;(::;}}llr)lology exports: % share in manufactured exports 813.68 1.00
Fixed broadband subscriptions per 100 people (% growth) 21.75 0.03
Number of debit cards per 1000 adults (% growth) 10.78 0.01
Mobile cellular subscriptions per 100 people (% growth) -3.59 0.00
Number of ATMs per 100000 adults (% decrease) -9.93 -0.01
Secure Internet servers per 1 million people (% growth) -72.24 -0.09
Component 3
g/i)ggl:gsst};ll;ology exports: % share in manufactured exports 623.78 0.80
Secure Internet servers per 1 million people (% growth) 430.81 0.55
Fixed broadband subscriptions per 100 people (% growth) 149.82 0.19
Number of debit cards per 1000 adults (% growth) 83.04 0.11
Mobile cellular subscriptions per 100 people (% growth) 16.79 0.02
Number of ATMs per 100000 adults (% decrease) -59.82 -0.08
Component 4
Secure Internet servers per 1 million people (% growth) 1193.59 1.00
Number of debit cards per 1000 adults (% growth) 14.38 0.01
High-technology exports: % share in manufactured exports (% 13.15 0.01
growth)
Fixed broadband subscriptions per 100 people (% growth) 9.23 0.01
Number of ATMs per 100000 adults (% decrease) -0.67 0.00
Mobile cellular subscriptions per 100 people (% growth) -0.94 0.00
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Table 5

Component values for the year mode (when scaling is compensated in the year

mode, and when the year mode is scaled)

Component values (when scaling is compensated)

1 2 3 4
2011 213.94 28.52 164.03 30.58
2012 351.60 -503.71 688.85 81.44
2013 123.16 -92.24 158.15 6.69
2014 164.88 -111.61 50.74 42.25
2015 203.63 603.15 215.93 -11.94
2016 2098.30 40.27 -47.74 -657.47
2017 1097.78 -75.08 9.47 991.53
2018 151.27 -121.02 72.01 -0.08
2019 139.51 45.14 123.20 13.22
2020 77.85 68.92 97.64 2.55
Component values (when scaled)
1 2 3 4

2011 0.09 0.03 0.21 0.03
2012 0.14 -0.62 0.88 0.07
2013 0.05 -0.11 0.20 0.01
2014 0.07 -0.14 0.07 0.04
2015 0.08 0.74 0.28 -0.01
2016 0.86 0.05 -0.06 -0.55
2017 0.45 -0.09 0.01 0.83
2018 0.06 -0.15 0.09 0.00
2019 0.06 0.06 0.16 0.01
2020 0.03 0.08 0.13 0.00

Based on the variable mode scores, the following names for the components
are proposed: “Digital financial services’, “High-technology industry (production,
exports, application in different spheres)’, “FinTech solutions’, and “Platforms,

online marketplaces, and other interconnected fields’.

Clustering results. Based on the z-scores of the country mode values of the

extracted components, clustering procedures mentioned in the previous section are

implemented. In the Graph 2, the dendrogram for agglomerative hierarchical
clustering (using the Euclidean distance and Ward linkage) is shown. The number
of clusters is proposed to be equal to 4.
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Graph 2. The agglomerative hierarchical clustering dendrogram

After choosing the number of clusters, the k-means clustering procedure is
implemented. The following tables (from Table 6 to Table 10) include information
that is related to the k-means clustering. Cluster membership results are shown in

Table 11.
Table 6
Initial cluster centres
Cluster
1 2 3 4
Component 1 -1.04512 2.86328 -0.67514 1.61325
Component 2 3.06838 -0.40889 -1.54423 -0.25742
Component 3 3.21608 -0.59804 1.64358 -0.69309
Component 4 -0.08699 -2.62393 -0.27795 1.33495
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Table 7

Iteration history
Iteration Change in Cluster Centres
1 2 3 4
1 0.420 0.904 2.071 1.360
2 0.000 0.000 0.156 0.463
3 0.000 0.000 0.000 0.000
Table 8
Final cluster centres
Cluster
1 2 3 4
Component 1 -0.95916 2.35020 -0.53192 0.66639
Component 2 3.16183 -0.28814 -0.29482 -0.23141
Component 3 2.82469 -0.69594 -0.11161 -0.38498
Component 4 -0.00155 -1.89650 -0.28510 1.11250
Table 9
Distances between final cluster centres
Cluster 1 2 3 4
1 6.232 4.564 5.069
2 6.232 3.353 3.463
3 4.564 3.353 1.862
4 5.069 3.463 1.862
Table 10
ANOVA results of the k-means clustering procedure
Cluster Error .
F Sig.
Mean Square df Mean Square df
Component 1 6.652 3 0.193 21 | 34.548 | 0.000
Component 2 7.251 3 0.107 21 | 67.739 | 0.000
Component 3 6.046 3 0.279 21 | 21.660 | 0.000
Component 4 5.665 3 0.334 21 | 16.983 | 0.000

Table 11 reveals that 2 clusters each contain 2 countries (Albania and the
Kyrgyz Republic are in the 1% cluster, Romania and Ukraine — in the 2" cluster).
The 3 cluster has 14 members (Armenia, Azerbaijan, the Czech Republic, Estonia,

Hungary, Latvia, Lithuania, Montenegro, North Macedonia, Poland, the Russian

Federation, the Slovak Republic, Slovenia, and Turkey), and the remaining 7 states
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are in the 4™ cluster (Belarus, Bosnia and Herzegovina, Bulgaria, Croatia, Georgia,
Kazakhstan, and Moldova). It is interesting that in both hierarchical clustering and
the k-means clustering procedures countries are grouped into the same clusters
(results are shown in Graph 2 and Table 11, respectively), which means that results

are stable.
Table 11
Cluster membership results after the k-means clustering procedure

Country Ne | Distance Country Ne [ Distance
Albania 1 0.420 Kyrgyz Republic 1 0.420
Armenia 3 0.924 Latvia 3 0.857
Azerbaijan 3 2.159 Lithuania 3 0.339
Belarus 4 0.727 Moldova 4 0.826
Bosnia and Herzegovina 4 1.087 Montenegro 3 0.854
Bulgaria 4 1.021 North Macedonia 3 0.747
Croatia 4 1.139 Poland 3 0.303
Czech Republic 3 1.120 Romania 2 0.904
Estonia 3 0.329 Russian Federation 3 0.391
Georgia 4 1.047 Slovak Republic 3 0.194
Hungary 3 0.764 Slovenia 3 0.569
Kazakhstan 4 1.038 Turkey 3 0.247
Ukraine 2 0.904

Conclusions

Clustering results reveal that the Republic of Armenia is in the 3 cluster,
which is the biggest cluster and consists of 14 economies. 13 of them have a
common — post-socialist nature (this “subgroup” consists of 6 post-soviet countries
and 7 other post-socialist economies). In the context of regional trade blocs, this is
the same cluster for 2 members of the Eurasian Economic Union (Armenia and the
Russian Federation), 8 states that are members of the EU (the Czech Republic,
Estonia, Hungary, Latvia, Lithuania, Poland, the Slovak Republic, Slovenia), and 3
candidate countries for membership of the EU (Montenegro, North Macedonia, and
Turkey). Thus, in order to implement public policy that will develop digital
economy in Armenia with the necessary outcomes, it is crucial to see how the
countries included in this cluster make it homogeneous, what problems are similar
in these economies, and what are the best practices of solving them. Further
research might shed light on the processes that have their influence on the
phenomena, considered as latent indicators of digital transformation (digital
financial services, high-technology industry, FinTech solutions, and platforms,
online marketplaces, etc.).
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Jupluwt huwdwljupgh hudbdwnwlwb punipughpp jjuunbpught 4bp-
nwsnipjul dkpnnny // Ujjpuwnputp. 2020 (hniyhu-ubwywnbdpkp), ke 257-
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Uwpquut U, 22 SS ninpunh hwdkdwwnwlut tjupughpp pjuunbtpught
Jipnudnipjut Uhongny / 22 wuanbunipjut qupqugdwt wnwetwhbp-
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Sunbum pynitkph pdpwynpmu pluyiiugdw i junnwpnquyjuith hhpdwi Jpu
Candecomp/Parafac Unnth b fjjuunbtpuyght JEpnidmpyui thgngny

Zpusyu Quipwippul
Udthnthnud

Zwbgmguyhli punkp. pyjughll nbnkunyenil, Zuywunwbh Zwbpugk-
wnnyynell, Enuswih wjfjuybbph hujupwdni, juwnking pununphsikph npnipu-
phpnid, wgndbpunpy bpkpuplipl Gjuunbpugnid, k-dpophbkpny fjuumnk-
pugnid

Juyht hnpumybpynidp b hnpjujuyuljgyus gnpdpupugubptt wnwgwg-
tnud b puquuiphy hpunwy fuliphpbitp n unspnnntibp” juplinp nupdih-
nYy hwipwjhtt punupwjwinipjut hpwjutugdwt YJEpujuqiuljtpynudp
tudwt dwpunwhpwybpubph hunpwhwpdwbt hwdwp: Uqqujhtt mbnbkunipmib-
ubpp nununid kbt wnwygl] hnpjujuwyulgdws, htsp tpwbwmlnid k, np whpu-
dtonn k uwnnigh] mupplp nbnbumpnitttiph dhol htwpwynp Juuybpp b
ghwnulygk] tkpuyhu ppnnnipniuttiph hhdbwlwb pupdhy nidtpp: dAEpwljwg-
dwbpyuwt wpyniuputphtt htwpwynp sk hwutk], pwth pin punupulw-
umpinit dpwlnnubpp skt wupql), pt nppwing L wbwnbunipiniup, nph
hwdwp hpkup yuunuwupwbwnnt B, tdwb wy] ninbkunipniaubpht pdught
gnpépupwgutpnh wonudny, pwbh np pYuybugdwt Yntnbpunnid tdwb wpg-
jniupubpt wnwyb] pwh wpdkpwynp L

U hwiquuiwptubph uinniguut hwdwp jujunpkt oqgunugnpéynn ghwnw-
Jwl dbpnn b pypbbph Ywunbpugh Jepnismpniap’ hhddws pughi
nbnbunipjut gniguuhoubnh, pyuytugdwt nwwppkp hnthnpjuwjubttph jud
npuig thnpjuwphtng gnighsibph Ypw: Swppkp hbnwgnunipmibbpnd vhw-
dudwtul] ogrnugnpdynid ku Jjuunbpuyht dEpnusnipniup b (byyunwljuk-
nhg b htwpuynp wpynitipibphg ujujws) wy) dkpngubp, b kpypltpp, npntip
wyn wohiwnwpubpnid pdpuynpyus L mwppbp jluunbkpubph bkppn. ju d
Bypnyulwi vhmpjui winud whnmpmnibibp kb, ju'd qupqugus b quip-
qugnn wiwnbunipnibbbp (Gyppuuljut dhnmpjut wingud b ny wingud
Eplputp): Zujwunwth Zwbpuybnnipniip phnwplnn  woliwnwbpubpp
umjuuphy ki b tyuwwnwl kb niukgh] yupgtnt hwdwopuwphuwjhtt mbnk-
unipjul Uk Zujwuwnwih nkntjunyuljut mkutninghwubkph ninpnh wntnh,
twl LEjupnbwiht junwupdwi b pduyhtt gnpéplipwgubph hwdwp fuu-
nkpuyhlt yunuiknipmniin b ykpehtthu thnthnunipinituubpp:

Unyu hbnwgnuinipniinud hpuuwiwgyws b 25 tpypubph (Whpunjuyg
Zujuunuitth Zwbpuybnmpniip) Jruunbpught Jepmsnipmi’ oguwgnp-
sty pYwjhll nnbumpjui 6 gmguihoubp hhdi]bng 2011-2020 pluljwb-
utiph hwdwp nputg nnnuuyght thnthnpunipjut wpdtpubnh Ypu: Lywnulju
E wupqbp, pt hsybu B odpudnpynid wyn mbnbumpmittbpp, huswytu
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twl wdwb pwdwidwb swpdhy nidhpp: Ghnwlwut unpnypp Candecomp/
Parafac Unnkjh oquwugnpénidt £ kpwyuth wnfjujukph hwupwsnih jnipw-
pwiynip swthudwt hwdwp hwjwuwp pwtwlnipjudp jwnkun pununphsubtp
unnwtwnt tywwnwlny: dkpghutkphu gnipupbkpnidhg htnn oquugnpéynid
Et wqnubpuwnhy hhtpuppuhy b k-dhphtitbpny Juunbkpugdwt wjgnphpd-
Ubp hhdijws bplyplbph swhdwh wpdbpubph Jpu:

Zujuunnwind pYduyhtt nbnbunipjub qupqugldwip tywuwnng b wb-
hpwdton wpyniupubptt wmywhnynn pwnupuluinipnit jhpwplbnt hw-
dwp wowbgpuyhtt b ntumdbwuhply, ph hsybu Bu Zujwunwih htn tnygh
Jruunbpnud pungpyyus tphpubpp qupdiund wyjt hwdwubn, husyhuh pun-
hwunip jughpubtp b punpny wju mbnbumpnibubpht, b npb £ gpuig ns-
dwtipn dhnuwé juugnyb thnpdp:

I'pynmnupoBaHuie 5KOHOMUK Ha OCHOBE Pe3yJIbTaToB LU(PPOBH3ALIY C IIOMOIIBIO
mopgenu Candecomp/Parafac u xiacrepHOro aHanusa

Ipayeg 3akapan
Pesiome
KrroveBsre croBa: nugposas skoHomHKa, Pecrry6rnkxa ApMeHHA, TpexmMepHbIH
HabOp JaHHBIX, H3BJIE€YeHHe JTATEHTHFIX KOMIOHEHTOB, AI/TOMEpATHBHAA Hepap-
XHYECKaA KIaCTepH3aLHA, KAaCTEPH3ALHA METOZOM K-CpeqHIX
IIundposoe mpeobpasoBaHKe ¥ B3aMMOCBA3aHHBIE IIPOLIECCHI BBI3BIBAIOT MHO-
XKeCTBO HEOTJIOXKHBIX IIPOGJIEM U TIPEILATCTBHUI, UTO JelaeT KpaiiHe BAXXKHOM peopra-
HU3AIUIO peaiusalii TOCYJAapCTBEHHOH IIOMUTUKK JJIA IIPEOJOJTEHUS TaKuX
BBI3OBOB. HaHI/IOHa]II)HI)Ie SKOHOMUKHU CTAHOBATCA 60J1ee B3aMMOCBA3aHHBIMHU, d 3TO
3HAYUT, 9YTO HeO6XO,Z[I/IMO IIPOBEPUTH BO3MOXKHBIE CBA3H MEXKAY Pa3IUIHBIMU DKOHO-
MHKaMH M OCO3HATh OCHOBHBI€ ABMKYIINE CHUJIbI COBPEMEHHBIX peajmﬁ. PeSyJII:TaTI)I
peopraHM3anuy He MOTYT OBITH JOCTUTHYTHI IO TeX IIOp, IIOKA IIOIUTHKHM He
Y3HAIOT, HACKOJIBKO SKOHOMMKA, 33 KOTOPYIO OHM OTBETCTBEHHBI, II0X0Xa Ha JPyTHe
9KOHOMUKHM C TOYKH 3peHUs I1(POBBIX IPOIIECCOB, IIOCKOJIBKY B KOHTEKCTe Lu(pPO-
BHM3aIIMHU TaKHe Pe3y IbTaThI elle Gosiee IeHHEL
HOHYJIHPHLIM HAYyYHBIM METOAOM MH3YYE€HUI STHUX O6CTOHTe]’[BCTB ABJIACTCA
KJIaCTEPHBII aHA/IN3 CTPAH HA OCHOBe IIOKasaTesell 1udpoBOi SKOHOMUKH, PasIny-
HBIX IIepeMeHHBIX IUGPOBU3ALNY WIX UX 3aMeHuTeleil. B pasmuyHsIX mccirenosa-
HHAX OAHOBPEMEHHO MCIIOJB3YIOTCA KJIaCTepHI)If[ dHAJIN3 " (B 3aBUCHMOCTHU OT
IeJIeil ¥ BO3MOXHBIX Pe3yJIBTATOB) APYTHe METOZBI,  CTPaHbI, CTPYIIINPOBaHHEIE B
9THX paboTax B pasHbIe KJIAaCTephl, ABJIAIOTCA MO0 TOCYZapCTBAMU-UIeHAMU
EBpomeiickoro coosa, 1160 pasBUTHIMU U Pa3BUBAIOLIMMUCA CTPaHAMU BHYTPH U 3a
npegenamu EC. Pa6orsl, paccmarpuBatomue Pecry6inky ApMeHus, HEMHOTOYMC-
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JIeHHBI ¥ OBUIM HAIIPABJIEHBI HA BISBIEHME KIACTEPHOM IIPUHAMIEKHOCTA U U3Me-
HEHUH IoCIesHell NI MecTa CeKTopa MHGOPMAIMOHHBIX TEXHOIOIUH ApMeHUU B
MHUPOBOI 5KOHOMHKE, 3 TAKXKe [ JJIEKTPOHHOTO IIPAaBUTEIBCTBA M I[H(POBBIX
IIPOLIECCOB.

B pmaHHOM wuCCIe[OBaHWM NPOBeJeH KIACTEPHBIA aHaau3 mai 25 crpaH,
BKMo4as PecmyOnuky ApMmeHus, C WCIIOAB30BaHMEM 6 Tmokasareneil uupoBoi
OKOHOMUKH, MCXOZI M3 3HaUeHU ux mporeHTHoro u3meHenus 3a 2011-2020 rozs:.
Llexs cocTOUT B TOM, YTOOBI BBISCHUTD, KaK OTH S9KOHOMUKHU TPYIIIUPYIOTCS, @ TaKXKe
[BIDKYIIVE CHJIBI TAKOTO pasfesieHus. HayuHas HOBM3HA 3aK/IIOYAETCS B MCIIOIB30-
Bauuu Mmogenu Candecomp/Parafac pjis wm3BieveHus TaTeHTHBIX KOMIIOHEHTOB C
OJVHAKOBBIM KOJMYECTBOM JJIS KQ)XXJOTO M3MEPEHUS TPEXMEPHOro Habopa JaHHBIX.
ITocte m3BredeHUs, HA OCHOBe 3HAYEHWH [JIs U3MEPEHMs CTPAH, HCIIOIB3yIOTCSI
arJOMEepaTUBHBIA MEePaPXUYECKUI aITOPUTM U AITOPUTM KJIACTEPU3ALUN METOZ0M
k-cpemmux.

1 peanusanyy IOJUTHKY, CIIOCOOCTBYIOIIEil PasBUTHUIO IU(POBOI KOHO-
MUKY B ApMeHUM U 00ecriednBaouiell HeoOOX0 UMble Pe3yJIbTaThl, BXKHO U3YUUTS,
KaK CTPaHBI, BXOAAIINE B OZUH KjIacTep ¢ ApMeHUeH, [ealoT STOT KJIACTEpP OFHO-
POZHBIM, Kakue ofmue Ipo6IeMbl XapaKTepPHBI [AJIsS STHX SKOHOMHK, M KaKOBa
HAPUTydIIast JJIs X PEUIeHUs IPAKTUKA.

Ukpuyugt) & 06.04.2023 p.
Qpujunul & 29.04.2023 p.
Cunm il E nnyuwgpmpyut  25.05.2023 p.
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